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1. Introduction 
 
Some ordinary differential equations have no explicit solution. In these cases, we rely on numerical 
methods to give us approximations. The Euler and Runge-Kutta methods are numerical methods for 
solving initial-value ordinary differential equations.  
 
Differential equations often provide the first or second derivative at a particular point, but not the actual 
value of the function. If we know the value at one edge of the interval in question, we can use the 
known derivative(s) to calculate a value a small increment away from the edge value. Then we can 
continue calculating more values in terms of the values we have already calculated. Since this is an 
iterative process, error accumulates with each new approximation in the series. Such methods are prone 
to growing error with more iterations. 
 
The Runge-Kutta methods are actually a family of iterative methods. They were developed around 1900 
by Carl Runge and Wilhelm Kutta. Euler proposed his method in 1770. Its error is proportional to the 
step size ℎ. Euler's method was later recognized as belonging to the broader Runge-Kutta family of 
solutions. 
 
When we say Runge-Kutta method without any qualifiers, we are usually referring to the most widely 
known member of the family, RK4, which uses a weighted average of four different approximations: the 
slope at the beginning of the interval, the slope at the end of the interval, and two different 
approximations of the slope at the midpoint of the interval. The RK4 method is a fourth-order method, 
meaning the error is on the order of ℎ", where ℎ is the step size.  
 
One application of numerical methods to differential equations is simulation and analysis of infectious 
disease data, such as in the recent COVID outbreak (Iskandar, 2022). Another application is found in the 
film Hidden Figures, where Katherine Johnson uses the Euler method to calculate the re-entry of John 
Glenn from earth orbit (Khan, 2017). 
 
I will analyze the error and convergence of both methods to determine what are the advantages of 
each. 
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2. Methods 
 
Euler Method 
 
The Euler method approximates an unknown value using a known value and a derivative or derivatives 
that lead to the next point in the interval. From the derivative, we know the slope at the current point. 
From the slope, we can calculate an expected value at the next point.  
 
The Euler method for computing a point 𝑦$%&	 from a known point 𝑦$  and a derivative function 𝑓, is 
 

𝑦$%& = 𝑦$ + ℎ	𝑓(𝑡$, 𝑦$) 
 
where ℎ is the step size. Once we've computed 𝑦& from 𝑦/, we can continue computing the remainder 
of the values using the same strategy, computing each term using the previous term. In programming 
this, we would use a loop. It's probably not practical to use indexing or other non-loop methods to solve 
for all points, since each point's calculation depends on the previous point's result. Here is some pseudo 
code for using Euler's method: 
 
Define the differential function 𝑓(𝑥, 𝑦) 
Define initial conditions (𝑥/ and 𝑦/) 
Define number of steps 𝑛 
Define maximum value to be evaluated, 𝑥$ 
Calculate the step size: ℎ	 = 	 (𝑥$		–	𝑥/)	/	𝑛	 
Loop from 0 to n-1 

 𝑦4%& 	= 	 𝑦4 	+ 	ℎ	 ∗ 	𝑓	(𝑥/ 	+ 	𝑖 ∗ ℎ, 𝑦/) 
 Store the values of 𝑦4 for later plot and analysis 
 
Runge-Kutta 4 Method 
 
The Runge-Kutta 4 method approximates the new value at four different points: the left edge of the 
interval, the right edge of the interval, and two different midpoint approximations. The formulas are: 
 

𝑦4%& = 𝑦4 +
ℎ
6
	(𝑘& + 2𝑘: + 2𝑘; + 𝑘") 

 
𝑥4%& = 𝑥4 + ℎ 

 
where 

𝑘& = 𝑓(𝑥4, 𝑦4)	
	

𝑘: = 𝑓(𝑥4 +
ℎ
2
, 𝑦4 + ℎ

𝑘&
2
) 
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𝑘; = 𝑓(𝑥4 +
ℎ
2
, 𝑦4 + ℎ

𝑘:
2
)	

	
𝑘" = 𝑓(𝑥4 + ℎ, 𝑦4 + ℎ	𝑘;) 

 
In these equations,  

• 𝑘& is the slope at the beginning of the interval; 
• 𝑘: is the slope at the midpoint of the interval, using 𝑘& as a starting point; 
• 𝑘; is the slope at the midpoint of the interval, using 𝑘: as a starting point; 
• 𝑘" is the slope at the end of the interval. 

 
The slopes at the midpoint are given greater weight. This is similar to Simpson's Rule for approximating 
integrals. Here is some pseudo code for using RK4: 
 
Define the differential function 𝑓(𝑥, 𝑦) 
Define initial conditions (𝑥/ and 𝑦/) 
Define number of steps 𝑛 
Define maximum value to be evaluated, 𝑥$ 
Calculate the step size: ℎ	 = 	 (𝑥$		–	𝑥/)	/	𝑛 
Loop from 0 to n-1 
 k1 = h * f (x, y) 
 k2 = h * f (x+h/2, y+k1/2) 
 k3 = h * f (x+h/2, y+k2/2) 
 k4 = h * f (x+h, y+k3) 
 y = y + 1/6 * (k1 + 2*k2 + 2*k3 + k4) 
 x = x + h 
 Save values of x and y for later plot and analysis 
 
I generally used code that I found on the Jupyter web site, but there was one problem I had to work 
through. The Jupyter code for Euler expected the differential equation function to be of the form  
𝑑𝑦/𝑑𝑥 = 𝑓(𝑦, 𝑥) and the RK4 code expected the DE function to be of the form 𝑑𝑦/𝑑𝑥 = 𝑓(𝑥, 𝑦).  
I didn't notice this at first and I got one batch of bad approximations. After fixing this problem by 
switching the order of the coordinates for RK4, the absolute error reduced into the expected range. 
 
Jupyter's RK4 code came in the form of the calculation for just one iteration. Instead of adding the loop 
into the existing function, I wrote a new function that called Jupyter's function in a loop. My preference 
is to leave existing good code as is and make use of it by calling it.  
 
I wrote test functions to make sure my copied code was doing the right thing. I did find some bugs. I had 
the code print out lots of arrays to help pinpoint where any problems might be. The final iterations of 
the code will print out only plots and the necessary numbers to determine the error and order of 
convergence. 
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Error Bounds and Order of Convergence 
 
Expected error for the Euler method is on the order of ℎ: for each step (the local error), where ℎ is the 
step size, and on the order of ℎ for the outcome after evaluating all steps (the global error), each step 
which depends on the previous step and is influenced by the error at all previous steps. An exact error 
bound is hard to pin down, because we may not be able to calculate the necessary maximum value of  
𝑓′′(𝑡) given only a differential equation (Pizer, 1998). We can say that the local error is 𝑘&ℎ:	where 𝑘& is 
an unknown constant, and the global error is 𝑘:ℎ where 𝑘: is an unknown constant. Since the global 
error is a constant factor times the step size, we expect the grid order of convergence to be linear, or 
near 1.  
 
The RK4 method is a fourth-order method. The error per step (local error) is on the order of ℎ>, where 
ℎ	is the step size (Singh, 2018). The error is on the order of ℎ" after evaluating all steps (the global 
error), each depending on all previous steps. So we expect the grid order of convergence to be 4. 
 
Evaluating the Methods 
 
To evaluate the effectiveness of the Euler method and the RK4 method, I looked at approximations of a 
simple differential equation. The equation is a population equation,  
 

𝑑𝑝
𝑑𝑡

= 𝑘𝑝 

 
where the constant 𝑘 = 0.5 and the initial population 𝑝/ = 2.  
 
For purpose of error checking, I computed that the actual solution to this equation is 
 

𝑝 = 𝑝/	𝑒DE 
 
In general, we use a numerical method to solve these differential equations because we don't know the 
actual solution. But in this case, we use a differential equation for which we know the solution, so we 
can evaluate the performance of the numerical methods. 
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3. Results 
 
The programming and results are found in the Colab Notebook called Mark_370_Final.ipynb.  
 
Euler error and grid convergence 
 
I used step sizes of 0.8, 0.4, 0.2, 0.1, and for a final analysis, 0.05.  
 

 
The above plot of the Euler approximations clearly shows that the error is proportional to step size. The 
step size changes by half for each successive approximation, and the error also changes by about half. 
The error and order of convergence numbers look like this: 
 

Step size h Max error 2nd step size 2nd error Order of convergence 

0.8 4.022 0.4 2.395 0.748 

0.4 2.395 0.2 1.323 0.856 

0.2 1.323 0.1 0.698 0.922 

0.1 0.698 0.05 0.359 0.960 

 
The table shows that the error is roughly halved when the step size is halved. The order of convergence 
seems to approach 1 as step size decreases, as predicted. I added one more approximation at step size 
ℎ = 0.05 in order to see the order of convergence get even closer to 1.  
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RK4 error and grid convergence 
 
I used step sizes of 0.8, 0.4, 0.2, 0.1, and for a final analysis, 0.05.  
 

 
The above plot of the RK4 approximations clearly shows that while the error is related to step size, the 
error is so small it's hard to see on the plot, at even larger step sizes. The error and order of convergence 
numbers look like this: 
 

Step size h Max error 2nd step size 2nd error Order of convergence 

0.8 4.525 x 10–3 0.4 3.337 x 10–4 3.761 

0.4 3.337 x 10–4 0.2 2.266 x 10–5 3.880 

0.2 2.266 x 10–5 0.1 1.477 x 10–6 3.940 

0.1 1.477 x 10–6 0.05 9.423 x 10–8 3.970 

 
Even with larger step sizes, the maximum error for RK4 starts out 3 orders of magnitude less than the 
maximum error for Euler. The order of convergence approaches 4 as step size decreases, as predicted.  
I added one more approximation at step size ℎ = 0.05 in order to see the order of convergence get even 
closer to 4.  
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Euler vs. RK4 

 
The above plot shows Euler vs. RK4 with a relatively large grid size of 0.8. The numbers are in the tables 
in the previous section, but you can see that Euler has a much larger error than RK4. RK4 is really only 
visible in this plot because its straight segments are visible against the smooth curve of the actual 
values. 
 

 
The above plot shows Euler vs. RK4 with a smaller grid size of 0.1. The numbers are in the tables in the 
previous section, but you can see that Euler still has a larger error than RK4. The difference is smaller in 
appearance on the plot, but the numbers say that Euler error is 3 orders of magnitude larger than RK4 
error, which is not even visible on the plot. 
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4. Discussion 
 
Euler vs. RK4 
 
Runge-Kutta converges much more quickly than Euler, and even with large step sizes, its results are 
much more accurate. RK4 was three orders of magnitude more accurate with a step size of 0.8 than 
Euler was with a step size of 0.05, more than ten times smaller. The number of calculations necessary to 
achieve an accurate approximation could be an order of magnitude smaller using RK4. 
 
Other Runge-Kutta methods 
 
Runge-Kutta is a family of iterative methods, and there are other specific calculations that may in some 
circumstances be even more accurate than the RK4 method. 
 
One variation is called the 3/8 rule and it uses slightly different coefficients. For the main calculation we 
substitute: 

𝑦4%& = 𝑦4 +
ℎ
8
	(𝑘& + 3𝑘: + 3𝑘; + 𝑘") 

 
so the midpoint approximations get weight 3/8, which is slightly more than the 1/3 weight used in the 
more commonly used RK4 method. The 3/8 rule has smaller error, but it is more compute intensive, so it 
requires more powerful processors or more time. 
 
If the solution to the differential equation changes very quickly, oscillates, or has sections of steep slope, 
even the RK4 method may generate larger errors that we would like. In this case, we could use an 
adaptive Runge-Kutta method that estimates the error at each step; if the error exceeds a defined 
threshold, the step is repeated with a smaller step size. The following differential equation requires 
smaller steps in the center portion near 𝑡 = 2.4 as the slope increases dramatically (Driscoll, 2022). 
 

 
Driscoll, 2022 
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Advantages and disadvantages 
 
RK4 is generally considered the best choice for most uses. We always use it in preference it to Euler. 
Sometimes we will use a specialized Runge-Kutta such as an adaptive method instead of RK4.  
 
The only real rationale for using Euler is that it is easier to understand, simpler to program, and may use 
less computing power per iteration. But if RK4 converges with fewer iterations, RK4 may use fewer 
computations overall. Even the adaptive methods are relatively easy to program and require no more 
computing power than RK4 (Xinyu, 2018), and the code is available online. So we should always choose a 
Runge-Kutta method when it is available and suitable. 
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